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When were we not talking about network modernization, right?
I'm fairly certain none of us ever expected to have the network
announced “done” - never requiring upgrading, no addition of
new technologies, no need for introducing new features. For
some time it has been normal to anticipate the need for network
modernization, knowing the concept of a modern network was
really just a moving target. Perhaps the things we didn't factor
into our thinking, however, were how much change would be
required, and the pace at which we were required to change.

As we discussed the content of this issue one thing stood front
and center: The ICT industry resonates with every facet of our
lives. More and more we rely on the transfer of data to navigate
our lives. The reliability of that transfer, along with how quickly
it occurs and how much we can move, has become more than
matters of convenience. With the advent of connected vehicles,
manufacturing automation, technology based healthcare, virtual-
ized networks, it can be the difference between life and death.
Network modernization is relative to safety, intelligence, security,
efficiency, knowledge transfer, health, education, commerce, and
more. Sure, a great network allows us to stream latest content
and stay connected via social media, but we long ago passed the
threshold of our networks providing anything as simple as enter-
tainment and staying connected.

Do not miss reading Ciena’s Rick Dodd article on page 32. His pre-
dictions about the network in 2017 and beyond are compelling.
And if virtualization is something you are considering for your
network, ADTRAN's Barry Derrick makes some solid points about
its emerging advantages on page 12. As always Prayson Pate from
ADVA has done his homework. His article on page 10 explores
feedback from your very own peers about operator innovation
and its connection to network modernization.

From an industry standpoint, UTC makes a solid case regarding
the convergence of IT and OT. What does that mean for the tal-
ent pool in your own organization? What are your strategies to
overcome the next gap in the talent wars? These are important
questions to consider when assessing your network's readiness
for newest technologies.

And no conversation about network modernization would be
complete without considering the regulatory, legislative and
policy components. As a new administration finds its home in
DG, all of us stand to be impacted by its decisions and leadership.
Already, we've watched a new FCC emerge. What will all these
changes mean for network operators, their funding vehicles,
competition, M&A activity? The perspectives offered by industry
leaders from TIA, INCOMPAS and CCA are the perfect reads as
you consider answers.

So, yes, we are talking about network modernization - again. |
suspect we all agree this is an ongoing conversation, and we all
need to be at the table. We hope you find this issue of Skinny Wire
helpful as you consider new ways to make your network more
competitive, more relevant, more vital.

Randy Turner
Editor, Skinn ire

Director, Marketing Communications
Walker and Associates
336-731-5246
randy.turner@walkerfirst.com
SWEditor@walkerfirst.com

Opinions expressed by contributors and commentators do not necessarily reflect the views of Walker and Associates, Inc.
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Real Innovation Meets the Access Network

By Greg Whelan
Principal
Greywale Insights

Innovations are much more interesting
than inventions. The “laser” is a clas-
sic invention and “FedEx” is a classic
innovation.  Successful innovation dis-
rupts entire industries as we've seen with
Uber, AirBnB and Amazon to name just
a few. The entire global telecommuni-
cation industry is at the dawn of a new
era of innovation and with all innova-
tions everyone should win except what's
referred to as “laggards”. Who are the
laggards going to be in this new era of
open communications? You don't want
to be one.

New inventions are announced week-
ly by technically driven companies all
promising the a similar “value proposi-
tion” of Open, Low Cost and Agile. I've
heard the latter term so many times it's
bothersome. Most of these inventions,
many neat technical tricks, promise a
new network operator nirvana and abil-
ity for these heavily regulated compa-
nies to compete with the cash-rich, nim-
ble and aggressive “cloud companies”
such as Amazon, Google and Facebook.
Unfortunately, most of these are “lasers”.
One of the more promising “FedEx's” is
CORD or Central Office Re-architected
as a Data Center. CORD is the biggest
innovation in broadband access since
ADSL and has the potential to re-vital-
ize incumbents and give over-builders
like GoogleFiber and Municipalities a
substantial CAPEX and OPEX advantage
over those network operators holding
on to yesterday's closed, proprietary
and expensive architectures. CORD is
an Open Linux Foundation Project and
is managed by the Open Networking
Foundation (ONF) which has recently
merged with the CORD founding Open
Networking Laboratory (ON.Lab). The
new ONF has defined CORD to include a
complete hardware and software open
source implementations.

CORD was created by network opera-
tors, namely AT&T as part of Domain 2.0.
In the U.S., Verizon and Comcast have
both joined this initiative as has Google/
Alphabet (Not GoogleFiber directly).
Interesting, first Verizon joined an AT&T
spawned initiative and then Comcast
joined a telco initiative. CORD has a
common core software architecture and
supports three use cases: Residential-
CORD (R-CORD), Mobile CORD (M-CORD)
and Enterprise CORD (E-CORD). I'd

expect a new cable (C) or DOCSIS (D)
related CORD in the future. There also
a common Analytics CORD (A-CORD)
across all use-cases. In theory, a future
service provider could have a single back-
end infrastructure, single set of M&Ps,
etc. for fixed and wireless networks and
for enterprise and residential services.
CORD can't solve organizational issues or
squirrel chews though. For now, think
of CORD as a “concept car” as AT&T does.
CORD, as the name implies, leverages the
ubiquitous virtualized data center archi-
tecture comprised of “white box" servers
and “bare metal” switches in a “Leaf-
Spine” architecture and adds carrier-
grade open source software implemen-
tations and open APIs. A generic data
center architecture is shown in Figure 1,
below.

White Box

White Box
Servers

Servers

in the CORD rack. The management line
cards become embedded in the virtu-
alized software infrastructure including
the SDN Controller (ONOS) and the NFV
Orchestrator (XOS). The white box serv-
ers are a pool of compute resources that
can be used for VMs, containers, VNFs,
caching, etc. As part of the fundamental
architecture initial VNFs include a Virtual
Router and a Virtual Subscriber Gateway
which eliminated the need for a sepa-
rate BNG/BRAS and simplifies many CPE
operational issues.

There are two primary areas where inno-
vation makes a real impact. The first is
doing the same things better and the
second is doing new things. CORD does
address both in many interesting ways.
For the rest of this article, I'm going to

Switch

White Box
Servers

White Box

Servers

Figure 1 Data Center Architecture
Source; Greywale Insights

CORD re-positions the two WAN ports
with one becoming the access network
and the other becoming the Metro
Network. This is illustrated in Figure 2.
Note the switches and servers are “white
box” Commercial-Off-The-Shelf (COTS)
hardware running open source software.
CORD evolves today's CO and in the
process it “disaggregates” a number of
today’s fully integrated network elements
including the OLT, ROADM, and BNGs.
In an OLT case, shown in Figure 3, the
chassis itself transforms into the leaf-
spine switch fabric and the access and
metro 1/0 blades become 1U 1/0O shelves

focus on the former and using tactical,
yet real life, examples illustrate that | call
the “elegant simplicity of the architec-
ture”. The ‘cooler’ examples involved the
intersection of virtualization and market
dynamics and the access network.

Tactical issue number one, what is the
“N+1 problem”, with N being the maxi-
mum number of subscribers support in
a given chassis and the “1” being the next
subscriber(s).  With a traditional OLT
you'd likely need to buy a new chassis,
two access line cards, two metro/WAN
line cards and two management cards



and then integrate the new chassis in a
rack. With CORD, all you'd need to buy
is one 1U access shelf and add it to the
CORD rack. This assumes the backend
integration in both cases is comparable
(Backend integration being everything
required to take and order and send the
bill).

With CORD your “atomic unit” for adding
new subscribers is a 48 port I/0 shelf and
not a chassis designed for 5000 or more.
In a GPON CORD each shelf with a 1:32
split can support 1536 subscribers. It's
also expected that each of the 48 ports
can be ‘software-defined’ to be a specific
technology. The network operator can
then install the requisite SFP and down-
load the appropriate software on port by
port basis. In this case, upgrading a port
from GPON to XG(s) PON would be swap-
ping out an SFP and downloading new
software to the specific port. Everything
else remains the same!  Thus, one of
the business benefits of CORD is the
closer alignment of CAPEX with actual
subscriber demands.

Tactical Issue Two is supporting two or
adding a new access technology. Many
fixed network operators must support
more than one access technology, GPON
and xDSL for example. Others may want
to add a new one such as XG(S) PON
or NG PON 2. While GPON OLTs today
can support new access technologies by
simply adding a new line card at some
point the existing equipment will need
to be upgraded or will lack the capacity
or capabilities to support emerging mar-
ket demands. For illustrative purposes,
adding a new access network architec-
ture requires a new system from perhaps
a new vendor.

Figure 2 CORD Architecture
Source: Greywale Insights

With today's architecture, adding a new
access technology would require the net-
work operator to test, qualify and deploy
an entire new system. They would then
have to create new M&Ps and would
have a significant backend integration
effort. With CORD, the network opera-
tor would merely have to qualify a new
Access I/0 shelf and add it to the existing
CORD rack. The backend integration is
non-zero but would be substantially less
than adding an entire new system. The
M&P’s would require minor adjustments
too. Yet, everything else except the new
access 1/0 shelves, remains the same.
The business benefits of this are far rang-
ing and impactful.

These two tactical examples illustrate
inherent flexibility of the hardware archi-
tecture. The open source software
architecture is equally flexible. The ref-
erence CORD software implementations
include the ONOS SDN Controller and
the XOS NFV Orchestrators. Both of these
open source initiatives are part of the
Linux Foundation and the ONF. Open
Flow, Open Stack, Docker Open Daylight,
OPNFV and many open source projects
are supported as well. Al of which
bring the value of virtualization and open
source to the most challenging part of
the network: the access network.

CORD is real innovation and it will disrupt
the entire network operator ecosystem.
It already has. Here we merely discussed
some simple examples of how the CORD
concept can improve and simplify net-
work operations. There are many more
ways that CORD enables you to ‘do things
better' by driving efficiencies, automation
and slashing OPEX. Equally as interest-
ing and important are the new features
CORD enables which will enable network

operations to achieve their goal of being
more “cloud-like”. CORD is the ‘real deal’
innovation-wise and network operators
of all sizes and shapes should begin to
understand how CORD can impact their
business. No one wants to be a laggard!

Greg Whelan. Principal at
| Greywale Insights, has over
. 20 years of international
. broadband (telco, cable and

wireless) experience. He's a
‘ thought leader in merging

Service Provider business
drivers and leading edge technologies. His
research focus is in virtual access networks,
Real Open Access Broadband, Gigabit
Broadband, fixed-wireless broadband,
Community Broadband, and loT networking.
He's a pioneer in the broadband telecommu-
nications area and drove the first global DSL
standards and was a co-founder, and Vice
President of the Broadband Forum.

Greg has worked in technical marketing roles
for large technology firms including Cisco
Systems (San Jose, CA) where he led award
winning global marketing campaigns in
telecommunications and cable markets and
Analog Devices (Norwood, MA) where he cre-
ated and lead their successful entrance into
the broadband telecommunication market.
He's also spearheaded marketing and prod-
ucts for a number of early stage SP Focused
venture-backed start-ups in the Boston areaq,
three of which were acquired by larger tech
companies.

He has a BS in Electrical Engineering from
Cornell University and an MBA in Innovation
from Northeastern University. He has also
studied Digital Video over Broadband at the
MIT MediaLab.
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Utility Modernization and IT/0T

Convergence

By Bob Lockhart
VP of Cybersecurity, Technology and
Research

uTC

Utility Modernization may be a trendy
topic but utilities have been modernizing
for decades. The first Automatic Meter
Reading (AMR) deployments are 20 years
old. The first boom in smart metering,
with its myriad of telecommunications
approaches including neighborhood
mesh, powerline telecoms, base stations,
and even cellular carriers, is nearly a
decade old. But changes continue to
arrive at a feverish pace. Newer devel-
opments such as synchrophasors and
high-speed distribution network moni-
tors promise previously unexpected pre-
cision in grid management. Meanwhile,
telecoms carriers are retiring legacy tech-
nologies that have been utility workhors-
es, such as SONET.

The commonality of nearly all the advanc-
es in grid management is the need for
improved telecoms. More data, needed
more quickly. Residential solar and wind
power generation provides energy inputs
directly into a distribution grid, bypassing
substations.  Unpredictable in timing
and intensity, these distributed energy
inputs require split-second decision mak-
ing to keep a distribution grid balanced
and within its safe voltage levels. As
grids become ever more complex, only
automation can react quickly enough to
keep things in order. And that automa-
tion starts and ends with fast and reliable
telecoms.

But things are not straightforward, and
utilities as a whole do not appear to have
settled on a standard response to the
increased telecoms requirements. UTC
recently surveyed a number of member
utilities on key performance indicators
for their OT telecommunications. Some
interesting findings:

e Utilities have not standard-
ized on a single organizational
placement for the OT telecoms
teams. Most commonly we
found that OT telecoms were
placed either within the IT
group, within power system
operations, or as a separate
operating company.

e Curiously, the OT telecoms
team was least likely to charge
for its services or to have ser-
vice level agreements (SLAs) in
place when it was within the IT
department.

e Outsourcing of OT communica-
tions does not appear to have
gained any momentum beyond
the services traditionally offered
by carriers such as mobile
voice.

e Only about one third of
responding utilities have com-
bined their IT and OT telecoms
into a single network.

Utilities do not normally approach tech-

nical issues with such a diversity of solu-
tions. The variance in our members'
responses suggests that it could be a
while before a standard approach to OT
telecoms arrives. If it ever does arrive.

Utility modernization will require lots
more collaboration than in the past. The
marriage of ICT (information communi-
cation and technology) equipment and
traditional grid management, with data
science as a witness, brings forth overlap
between IT and OT heretofore unseen.

Utility modernization sometimes pre-
sented solely as a technology issue. To be
sure, there are key technological issues.
More recently developed applications
such as conservation voltage reduction
(CVR) are technically sophisticated and
promise to reduce both operational and
capital expenses for utilities. However
most new applications have heavy com-
munication requirements and, being
built upon ICT platforms, many new solu-
tions assume the presence of IP-enabled
communications. Thus IT and OT teams
must collaborate to ensure a working
deployment of new grid technologies.

All that change ripples throughout the
utility. New technologies require staff
reskilling. Retired telecoms require rede-
ployment of existing applications. And
every change brings with it new pro-
cesses, new job descriptions, sometimes
even new people. One fundamental
result of utility modernization is IT/OT
Convergence.

To briefly define IT/OT Convergence,
information technology (IT) is the set
of platforms and applications that
have operated businesses for decades,
enabling systems such as billing, inven-
tory, payroll, and logistics, to name a
few. Operations technology (OT) is the
set of systems that manages and moni-
tors the power side of a utility - systems
that live in substations, control rooms,
and at the top of transmission towers. IT
and OT systems differ in their approach,
the type of technology they employ, and
especially in the effect of an outage.
Convergence simply means multiple enti-
ties approaching a common point.



Therefore, IT/OT Convergence is the
concept that ultimately IT and OT as
described above will eventually become
a single set of systems. That is unrealistic
given some of the dramatic differences
between the two but it is reasonable to
anticipate more overlap of IT and OT
than exists today.

IT/OT Convergence may be a misnomer,
even if IT and OT will likely overlap more
than they do today. Simultaneous exter-
nal drivers propel IT/OT overlap:

e Migration of OT applications
away from discontinued tele-
coms such as SONET, toward
Multiprotocol Label Switching
(MPLS) or Carrier Ethernet (CE)
telecommunications

e Massive data collection and
analytics approaches that are
enabled by modern line sensors

e Increasing integration of distrib-
uted renewable energy genera-
tion into distribution grids

e Increased regulation and green
energy mandates

e Threats to utility business mod-
els from distributed renewable
energy generation

e Increased cyber-attack surfaces
due to increased use of ICT

e Poor availability of skilled staff
to manage modern networks
and data-based approaches

IT/OT Convergence and Network
Modernization are often characterized
as technical challenges. To be sure, the
technologies required are complex, but
implementing them may be the easy
part. Network modernization frequent-
ly requires new forms of collaboration
not previously seen in utilities. IT and
OT personnel, often with vastly differ-
ent backgrounds, must collaborate when
sometimes they barely speak the same
language.

Cultural landmines abound. IT and
OT teams typically speak different ver-
naculars, have different backgrounds,
and understand concepts such as secu-
rity differently from each other. The
required collaboration is therefore chal-
lenging and sometimes only reluctantly
achieved. Key to this, and key to all utility
modernization, is executive management
support of the required collaboration.

The last bullet point, staff availability,
can be a snake in the grass for many
utilities. As networks become increas-
ingly complex, utilities may need skills
that have been rarely if ever required
in the past, such as data scientists and
cyber forensics experts. These and other
esoteric skills will be key to operating a
modernized network. Yet, utilities may be
challenged to attract and retain such per-
sonnel. For example it is difficult for an
electric utility to offer a long-term career
path to a data scientist. Meanwhile,
those in possession of such in-demand
skills are well aware of their worth and
will likely be highly sought after.

Without the required collaboration, tech-
nology becomes the driver and utility
employees the passengers. That does
not foretell an enjoyable journey. If
utilities want to avoid becoming the pas-
sengers in their modernization projects,
then some key areas to address are:

e Define all modernization proj-
ects in terms of use cases and
business results - understand
why any given technology is
needed and what business ben-
efits it will bring.

e Develop an early understand-
ing of the required changes to
job descriptions and business
processes. This may require
changing some employees’
roles, which brings with it a fear
of lost employment. Utilities
should approach this topic sen-
sitively.

e Plan for cultural disruption and
decide early on how this will be
handled.

e  Write new business and techni-
cal processes before the tech-
nology is deployed, if possible
before it is acquired.

e Continue the traditional prac-
tices of supply chain manage-
ment and technical evaluation
of solutions.

Utility modernization is not going to be
straightforward for any utility. For those
that do not address cultural as well as
technical issues, it may become an out-
right nightmare. The key will be to get
ahead of the complexity and think in
terms of three essential elements of all
solutions: the people, the processes, and
the technology.

AUTHOR: Bob Lockhart is Vice-president
of Cybersecurity, Technology, and
Research at Utilities Technology Council,
UTC.
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Network Modernization in the Service
Provider Environment

By Erik Muller
Network Architect
Network Utility Force

Networks, like all aspects of operation
of any business, evolve over time... and
as such they often contain elements
deployed at one time which are no longer
well-suited to newer requirements. But,
prudent and cost-conscious operators
find ways to integrate legacy systems
with the new, and can maintain multiple
generations of deployed infrastructure
in parallel. While this model of organic
growth is nearly universal within the
industry, different operators may take
a variety of approaches to manage the
complexity and keep their infrastructure
up-to-date.

Few operators have the luxury of per-
forming "forklift" upgrades network-wide
to standardize their environments - and
in the rare cases that doing so might be
financially justified, the operational cost,
effort, and time required for a global
update usually makes it an impractical
challenge. So we make do with incre-
mental updates, deploying newer gen-
eration equipment in an expansion while
leaving the existing systems running. Or
we add a new service or product offering,
and new customers are turned up on a
new platform while existing customers
remain on the original systems. Over
time as this cycle repeats, a wide and
inconsistent range of systems end up in
production.

This diversity comes with operational
costs. Staff need to be trained on mul-
tiple classes of hardware, management
systems, and operating procedures. A
wider inventory of spare parts needs
to be maintained. More devices need
to be tested when deploying updates,
more documentation needs to be review
and kept up to date, and so on. Even in
a single-vendor environment, different
generations of systems often have differ-
ing management applications, supported
software versions, and hardware capa-
bilities. All this variety requires time and
focus, which results in increased cost of
operations - and furthermore adds com-
plexity which results in longer lead times
to deploy new features and services.

The good news is that the complexity
and burden of supporting legacy systems

and devices can be minimized by taking
a mindful approach to updates and new
deployments. A variety of approaches
can be taken to simplify and modernize
a network, using routine operations as
a starting point. The key factor in all of
these approaches is to treat upgrades,
growth, or changes as an opportunity to
standardize and update.

Careful planning in advance of deploy-
ment can ease the long-term support
burden. Once a determination is made
that it's time for an infrastructure refresh
or addition, a valuable step is to reas-
sess your architecture - as requirements
change, the best solutions may also
change. While your current solutions
may be adequate to the task, there may
be other options that provide a better fit
today or a cleaner path towards future
goals. Walker and our partners can
assist with this review, providing a fresh
outside perspective. Ensuring that tacti-
cal changes fit into a long-term strategy
results in a longer service life of newly
deployed components, and can minimize
the need to retrofit changes down the
road as other new requirements arise.

Expansion of footprint or deployment of
new products and services are the most
obvious drivers of change, but the other
end of product life cycle is often over-
looked. As manufacturers update their
products, older systems are replaced by
more capable ones - and today's state-
of-the-art device is tomorrow's legacy
system. While most vendors offer pre-
dictable and well-documented support
models, eventually every system will
reach a point where support, software
updates, and spare parts are no longer
available. And, just like cars, houses,
or any other product, network infra-
structure devices tend to become more
failure-prone as they age. Being aware of
this, and planning ahead to update aging
infrastructure before it becomes a criti-
cal issue, allows an operator to minimize
disruptions while keeping infrastructure
up-to-date. And of course, as technology
improves over time, newer equipment
can often provide the same functionality
in a smaller space with lower demands
for power and cooling.

Beyond the hardware level, modern-
ization can encompass a wide range
of configuration and management fea-
tures. For example, identifying legacy
or vendor-specific protocols in use, and
migrating those portions of the network
to a modern, standards-based model
can promote consistency within your
network, and simplify the integration or
transition of suppliers in the future.

Also in many networks, there is a ten-
dency to diverge from standards over
time. New equipment is deployed with
the latest software, while older systems
remain on prior versions; new customers
are turned up with new templates while
existing customers use older profiles or
settings; and other similar updates may
not be universally deployed. This ten-
dency towards entropy can be largely
overcome with operational discipline or
automation, but even in the best-run
environments periodic review and audits
can identify legacy issues which may be
working today but could hinder future
changes.

SDN and NFV, while sometimes over-
hyped, can also be leveraged to good
effect to update an existing network.
Even if you don't currently need advanced
SDN features such as Openflow today,
many newer devices support technolo-
gies such as NETCONF which can be com-
bined with automation frameworks such
as Ansible or Salt to simplify provisioning
and management. Investing in tools to
simplify management and improve con-
sistency can result in long-term improve-
ments in efficiency of operations.

Maintaining a consistent, modern net-
work can be a challenge in any environ-
ment, but doing so can provide opera-
tional benefits and cost-savings. Both
in equipment and in operations, there
are many angles to explore that can
drive these benefits. Proactive planning
and preparation can be key to ensuring
that you're prepared for future needs
and requirements, and we at Walker are
ready to assist you in this effort.



Network Modernization Means
Operator Innovation

By Prayson Pate
CTO, Ensemble Division
ADVA Optical Networking

If you mention network modernization,
most people think about updating the
infrastructure of the network. | think
a bigger and more important set of
changes are required in the operators
themselves. That's just my opinion, so |
thought a sanity check was in order. As
a result, | recently did a phone survey of
some of my contacts to find out what's
on their minds.

Who | Talked to and My Methodology
| asked 10 senior leaders about their
views on innovation at their own com-
pany and in the industry. Here are the
demographics:

« Geography: 7 US, 3 Europe (2 in APAC
wanted to participate but we couldn’t
work out the timing)

¢ Industry: 9 telco, 1 cable

* Role: 8 technical, 2 sales/marketing

* Level: VP, director, group CTO

| asked a series of open-ended ques-
tions, not multiple choice. | also prom-
ised that these discussions would be
off the record, so you won't see who
provided the quotations below, or who
they work for. | have found that this
approach enables maximum insight into
what operators really think. Some of the
candid answers were quite surprising.

Do You Have a Plan for Innovation?
Does the Team Buy the Plan?

All of my respondents felt their com-
panies had a defined plan for innova-
tion and transformation, and some have
stated the plan publicly. Most felt that
the goal was understood and accepted
by the leadership team across the vari-
ous disciplines.

Engagement at the lower levels was
a mixed bag. While most of the team
seemed to understand and embrace the
plan for change and innovation, some
stated they had seen active resistance
from groups like operations or, in one
case, the CCIEs (!) who were threatened
by the loss of their elite status.

One person said that “we recognize we're
on the cusp of a profound shift in tech-
nology and market. When we look back
in 5 or 10 years we'll say ‘wow.”

What Are the Drivers for Innovation?
| asked my contacts what drivers were
being cited to explain or motivate the
need for innovation. The following rea-
sons were no surprise:
* New revenue
+ Faster turn-up of services and shorter
time to revenue
+ On-demand services and improved
customer experience
+ Compete with OTTs

On the other hand, these responses
were a bit unusual:

* Move to an open and software-
centric platform, i.e. future
innovation. (This respondent did say
such an open-ended goal complicates
investment because of the lack of a
clear return on investment.)
Retirement of old services and
infrastructure, e.g. TDM. (All of these
operators have to achieve this goal,
but only one cited it.)

What Are the Best Opportunities for
Revenue Growth?
The following responses were in line with
my expectations:
+ SD-WAN
* loT - There is a lot of focus on new
revenue from loT, but one
respondent said: “l am personally on
the fence about IoT. The revenue
per device is miniscule, and loT
complicates scalability.”
+ Cloud connectivity
+ On-demand services - We at ADVA
Optical Networking have seen this up
close with the success of our partner
Masergy.
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